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Abstract. Agile practices have proven to be one of the main success factors in 
the development of software systems. With the shift to data-driven products and 
services, machine learning methods and software development processes need to 
be (and are currently) increasingly integrated. Developing and operating data-
driven software components raise new challenges and risks, in terms of commu-
nication, organization, as well as skills and technologies. We believe that agile 
practices have a lot to offer to address these aspects. In this article, we expose a 
research plan in order to investigate how agile practices can benefit machine 
learning development and operation processes. 
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1 Scope and motivation 

The successful transition to the "digital age" and the use of the potential of artificial 
intelligence (AI) and related data-driven methods, such as machine learning (ML) is 
not trivial. Technically, this often requires the acquisition of new skills (like data-sci-
ence and data-engineering). Building data-driven software components entails a num-
ber of complexities both at the level of individual tasks (e.g., collection, storage and 
processing of data, as well as training and validation of models) and at the level of the 
overall process. The life cycle of data-driven components - including specification, de-
velopment, deployment and continuous adaptation - is much more complex than for 
classical software and poses new challenges [1–6]. In addition, AI and data-driven 
methods have to be adapted to the use cases of the specific company. Even if progresses 
are made in the field of automated ML, not all steps can be automated [7]. 

The successful development of data-driven components still requires the knowledge 
of domain experts and a close cooperation between stakeholders [8]. The experiences 
of companies implementing projects involving ML show that a success factor is a deep 
understanding of the data-based products life cycle: 1) to understand what ML engi-
neering changes (for the requirements, the development and operation processes) in 
comparison to “classical” software engineering, and 2) to understand how to deal with 
these changes [9, 10]. The challenges that companies face when developing and oper-
ating systems using ML are as follows: (1) frequently changing requirements, (2) data 
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silos, (3) non-optimized data formats and data stores, (4) data errors, (5) manual pro-
cesses, (6) communication problems and different organizations between different 
stakeholders (e.g., data-scientists and software engineers), (7) the lack of a transition 
path between the current and the new “ML-aware” processes, and (8) the lack of a 
starting point and initial analysis for this transition [11, 12]. 

2 State of the Art und State of the Practice 

Most of the current development processes of data-driven products describe very 
well the different tasks (data preparation, features engineering, model training, etc. see 
Figure 1) involved in the development and operation of data-driven products. Examples 
of such process models include, for example, Cross Industry Standard Process for Data 
Mining (Crisp-DM) and its variations [13–15], Knowledge Discovery in Database 
(KDD) [16], Sample, Explore, Modify, Model, Assess (SEMMA) [17], IBM Analytics 
Solutions Unified Method for Data Mining/Predictive Analytics (ASUM) [18], Mi-
crosoft Team Data Science Process (TDSP) [19] und Domino Data Labs Domino Data 
Science Lifecycle (DDSL) [20]. Crisp-DM is so far the most known and most com-
monly used method for analysis, data mining or data science projects [21, 22]. Further-
more, recent applications of ML in the industry lead to new research works that empir-
ically assess the challenges faced by developers, the corresponding processes used, and 
the design patterns that emerge when developing or operating systems based on ML [4, 
6, 23–26]. 

Figure 1: The nine stages of the machine learning workflow. [27] 

These process models are usually described as "waterfall models" with long iteration 
cycles. Furthermore, their abstract description makes it difficult to implement them 
[15]. Due to the iterative and (potentially long) experimental nature of machine learn-
ing, agile processes for (data-science / knowledge engineering / machine learning en-
gineering) are currently explored in order to avoid the “pull of waterfall” [28–34]. For 
instance, Jurney, in [33], proposes a method to transfer agile software development to 
data science in the field of web application and web development. One of the problems 
raised is the mutual lack of understanding between data science teams and engineering 
teams for each other’s work. In [11], Bergh, Benghiat and Strod found out that the cycle 
of data analysis and quality can be optimized by combining tools and methods – calling 
it "DataOps". Larson and Chang [35], describe current trends and the interaction be-
tween agile methods and data science. On the tooling side, it is worth noting that new 
tools are currently developed to tackle the challenges related to DevOps of data-driven 
software components (such as data version control, CI/CD for ML, or model and work-
flow management systems [36–40]). 
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However, to the best of our knowledge, the following questions have been so far 
seldom investigated: What has changed in processes and companies when ML was ap-
plied? Which state was reached after implementation? Which practices were applied 
and how? What was successful? What did not work? The only related work we found 
conducted a controlled experiment with students to compare four approaches in a data 
science project [13].  

3 Objectives 

Our main objective is, on the one hand, to empirically assess whether existing agile 
methods (e.g., Scrum [41, 42]) or agile best practices (e.g., Sprint planning, Retrospec-
tives) can help, or are currently helping, solving the current challenges faced in the 
development and the operation of software systems using ML. On the other hand, we 
want to analyze how the best practices and design patterns currently in use during the 
development and operation of ML systems can be integrated in an agile lifecycle and if 
and how those best practices need adaptation to fit in. We want to support companies 
both with a methodological approach (e.g., a review of agile ML process models, like 
in [28–34] and a set of appropriate and experimentally approved practices) and with a 
supporting interactive tool that can help in setting up or improving a company-specific 
agile process targeting ML. We expect the proposed methods and tools to help enter-
prises, regardless of their experience with ML, to introduce an efficient process or to 
improve existing processes when developing and/or operating systems including ML. 

4 Methods and research directions 

In order to satisfy our objectives, we plan to pursue the following research. First, we 
are currently doing a systematic literature review concerning the software engineering 
challenges related to the development and operation of systems using ML. The ex-
pected goals of this literature review are 1) to extract the current challenges faced during 
development and operation of systems based on ML, and 2) to classify the different 
challenges. We foresee a classification along two main axes: the types of challenges 
encountered (e.g., communication, skills, technology, organization), and in which 
phase these challenges appear (Requirement/Business understanding, Data preparation, 
Modeling & Evaluation, Deployment). In previous research, we identified different ag-
ile practices and the challenges (or goals) they are addressing (e.g., what agile practices 
address the goal “product quality” [43]). We plan to extend this with a literature review 
in order to extract specific agile practices related to ML (for example from  [28–34]). 
Based on those inputs, we plan to construct a catalogue of agile and ML best practices. 

Second, we compare the challenges when developing ML products with the chal-
lenges addressed by agile practices, in order to identify suitable agile practices to cope 
with the ML challenges. For gaps regarding this mapping, we plan either to adapt ex-
isting or to propose new practices (for example extending Code review to Data review 
and Model review). 
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In a third step, we plan to study existing agile processes dedicated to ML, and when 
needed extend them. We plan to experimentally assess the validity of the proposed agile 
practices and process models through case studies. We will reflect on which agile prac-
tices can be used for the development of ML, also considering necessary adaptations to 
existing agile practices. In parallel, we assess whether ML best practices can be aligned 
within an agile life cycle (e.g., the Scrum approach) and what adaptations need to be 
made in this case. In cases a close collaboration is not possible, we also want to think 
about the process interface between ML and software development, and towards other 
relevant stakeholders [44]. 

Last, we plan to concretize these results into a web-based supporting tool, that allows 
for interactively selecting and linking suitable components from the catalogue of both 
agile and ML practices (e.g. data version control, ML workflow management, ML 
model monitoring etc.), while taking into account the company-specific goals and pro-
cess conditions. Similar to [45], an individual approach for an agile ML process can be 
configured, and single practices can be adopted in an iterative way to incrementally 
become more agile while developing ML products. In this way, we expect to efficiently 
derive a specific way to implement a new ML process or specific improvement 
measures for an existing process. Data scientists, software engineers, and product ow-
ners can jointly find suggestions for changing and improving their communication, the 
coordination and the organization of their work. 

5 Conclusion   

The recent popularity of machine learning has led to new challenges in the way soft-
ware is built, and how organizations adapt themselves in order to integrate this technol-
ogy in their current processes. Recent years have seen the publication of new empirical 
studies, and one can guess that more studies will be carried out in the years to come. It 
should be noted that the challenges raised by the application of artificial intelligence 
(AI) methods in software products is by itself not new. Already during the second wave 
of AI, similar questions were raised [46]. It is also interesting to note that in 1988 (when 
AI was mostly synonymous of expert systems), the authors of [47] noted that "Software 
Engineering (SE) is synonymous with the waterfall model, and the waterfall model is 
linear and hence not suitable for AI" (sic), and that, nowadays (almost 20 years after 
the publication of the Agile Manifesto [48]), most process models describing the de-
velopment of data-driven software components are often seen as “waterfall” ones. We 
believe that agile practices can help solving some challenges faced when developing 
and operating software using ML, and we hope that, by specifically targeting data-
driven methods such as ML, agile practices can be enriched.  

This work highlighted the need to research on the combination of agile and ML, and 
proposed a research plan to investigate how agile practices can support efficient devel-
opment of ML products.  
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